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Abstract
Deep learning developers typically rely on deep learning software frameworks (DLSFs)—simply described as pre-packaged 
libraries of programming components that provide high-level access to deep learning functionality. New DLSFs progres-
sively encapsulate mathematical, statistical and computational complexity. Such higher levels of abstraction subsequently 
make it easier for deep learning methodology to spread through mimesis (i.e., imitation of models perceived as successful). 
In this study, we quantify this increase in abstraction and discuss its implications. Analyzing publicly available code from 
Github, we found that the introduction of DLSFs correlates both with significant increases in the number of deep learning 
projects and substantial reductions in the number of lines of code used. We subsequently discuss and argue the importance 
of abstraction in deep learning with respect to ephemeralization, technological advancement, democratization, adopting 
timely levels of abstraction, the emergence of mimetic deadlocks, issues related to the use of black box methods including 
privacy and fairness, and the concentration of technological power. Finally, we also discuss abstraction as a symptom of an 
ongoing technological metatransition.
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1 Introduction

Deep learning is a branch of machine learning that plays 
a vital role in science, medicine, technology and govern-
ance. In the past decade, deep learning software frameworks 
(DLSFs) have emerged that make it possible to develop 
applications that previously required in-depth knowledge 
of computer science, statistics and mathematics. Typically, 
DLSFs are open source, i.e., they are publicly available and 
free to use, which promotes the spread of new deep learn-
ing methodologies through mimesis. Abstraction (from the 
Latin abs, meaning “away from” and trahere, meaning to 

“draw”) is the process of removing characteristics in order 
to focus on essential characteristics (Ganascia 2015). DLSFs 
can be interpreted as attempts to provide increasingly higher 
levels of abstraction to developers of deep learning. In this 
article, we first quantify the progress of abstraction in deep 
learning by examining software projects on Github, a large 
software repository (GitHub 2022a, b), and subsequently 
discuss some of its implications.

1.1  Abstraction in deep learning

Abstraction is the process to derive general rules and con-
cepts from individual facts or situations and from these build 
formal descriptions of the underlying facts or situations. 
“An abstraction” is the outcome of this process. Instead 
of accounting for every detail of each fact or situation, a 
higher abstraction level generalizes the relevant patterns that 
characterize a larger set (Langer 1953). Abstractions help 
us understand and explain reality in a simpler way, and can 
be useful and powerful when used correctly. However, they 
can also limit our understanding. Since abstractions simplify 
reality to help us focus on certain parts, they risk leaving out 
other important aspects. Consequently, certain nuances may 
be lost as particular features are distilled through abstraction. 
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The opposite of abstraction is specification, which describes 
the process of breaking down general rules and concepts into 
concrete facts or situations. Ganascia provides the following 
illustrative description of abstraction and the meaning of 
higher abstraction levels:

“[…] figures such as triangles, spheres or pyramids 
are abstractions of shapes of objects, geometry is an 
abstraction of figures and algebraic geometry is an 
abstraction of geometry. In the same way, integers 
are abstractions of sets of objects, real numbers are 
abstraction of measures and associative rings—alge-
braic structures—are abstractions of integers and real 
numbers” (Ganascia 2015).

Abstraction is critical for the development of science, 
as a scientific theory is a kind of abstraction. Mechanics, 
thermodynamics, electromagnetism, relativity and quan-
tum mechanics all correspond to various levels of abstrac-
tion in physics. Abstract concepts such as gene expression, 
transcription and regulation are important in biology. Also 
in the humanities, abstractions are widely used. Historians 
use concepts that abstract past reality, such as Max Weber’s 
conceptual apparatus, with the notions of rationalization and 
secularization (Ganascia 2015).

DLSFs are software libraries containing programming 
building blocks that provide generic deep learning func-
tionality. They shield their users from many mathematical, 
statistical and computational complexities and make it possi-
ble to utilize advanced hardware such as graphics processing 
units (GPUs) (Demirović et al. 2018; Shi et al. 2016). DLSFs 
make it possible to take advantage of other programmers’ 
work, with only a summary understanding of the underlying 
principles or technologies. If needed, a DLSF’s functionality 
can be selectively changed by additional user-written code to 
provide application-specific functionality. However, this is 
often a complex process, as it requires the user to go below 
the current abstraction level.

1.2  Mimetic theory

The American-French anthropologist and cultural theo-
rist René Girard (1923–2015) posited that human desire 
is mimetic: humans tend to desire objects that are desired 
by those around them (Girard et al. 2002; Girard 1965). 
Mimetic theory indicates that mimesis is a complex and 
generative phenomenon at the heart of human culture, reli-
gion, economy, politics and technology. Desire has a trian-
gular nature, involving a subject, a model and an object of 
desire. The subject looks to a model to learn about what is 
desirable. In addition, desire is mutually reinforcing; one 
person’s desire can render an object more attractive for 
another person, which in turn increases the interest of the 
first person. This aspect of desire is called double mediation 

and lies at the heart of many hypes, fashions, bubbles, trends 
and frenzies. Advertisement is easily understood from the 
point of view of mimetic theory: it aims to provide credible 
and attractive models that induce subjects to desire certain 
objects through triangular mimesis. Humans are embedded 
in vast networks of desire in which they act as models and 
subjects of desire to each other, and compete over objects. 
Today, such networks of desire increasingly exist in the digi-
tal realm of the internet (Girard 2009). In the context of this 
article, we consider the interplay of mimesis and abstrac-
tion. We argue that abstraction, as for example in the case of 
DLSFs, makes it easier to adopt the concepts, methods and 
algorithms of mimetic models that are successful, or that are 
perceived as successful.

2  Objective

In this article, we quantify the increase of abstraction in 
deep learning by examining publicly available code on 
Github. Our hypothesis is that, if abstraction levels within 
deep learning increase, the number of lines of code in deep 
learning projects should decrease. We view the reduction 
in the number of lines of code as an indication of the ongo-
ing advancements in AI and the increasing accessibility of 
AI technology. The quantification of abstraction using the 
number of lines of code used for deep learning applications 
serves as a starting point for discussing its philosophical 
and societal implications. The main contribution of the 
paper is to provide an analysis of the opportunities and chal-
lenges resulting from increased abstraction. We discuss and 
argue the importance of abstraction in deep learning with 
respect to ephemeralization, technological advancement, 
democratization, the need to use timely abstractions, the 
emergence of mimetic deadlocks, issues related to the use 
of black box methods including privacy and fairness, and 
the concentration of technological power. Finally, we also 
discuss abstraction as a symptom of an ongoing technologi-
cal metatransition.

3  Methods

Github.com is a provider of Internet hosting for software 
development and version control where developers store 
their software projects. In January 2021, when we started 
to collect the data for this study, Github had over 57 mil-
lion users and contained over 160 million projects stored 
in so-called repositories (GitHub 2022a, b). To identify 
deep learning repositories, we searched through all these 
repositories using the following keywords: ‘deeplearning’, 
‘deep learning’ and ‘deep-learning’. We identified 605 403 
repositories that fit these descriptions. The intention was to 
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download and analyze a random sample amounting to half of 
these 605,403 repositories. To ensure a representative sam-
ple, we employed uniform sampling using the np.random.
choice command in Python. This command selects a random 
subset of data from a larger dataset, with each data point 
having an equal probability of being chosen. However, after 
we constructed the random sample and initiated the down-
load process (that took over eight months to complete), some 
of the repositories of the sample had changed from public 
to private or been deleted. We therefore ended up with a 
random sample of 317,428 repositories. After removing all 
instances of forked repositories (i.e., repositories copied 
from other repositories) we ended up with a final dataset of 
37,915 repositories. From this dataset, we extracted the fol-
lowing information: “date”—when the repository was cre-
ated, “last commit”—when the repository was last changed, 
“language”—what programming language that was used for 
the project and “code_count”—the number of lines of code 
used in the repository. First, we investigated the number of 
deep learning projects based on when they were created. 
Second, we investigated the evolution of the median of the 
number of lines of code. In Fig. 2, we plot the median of 
the number of lines of code (y-axis) of all projects whose 
last activity on GitHub occurred in the given year (x-axis). 
Finally, we investigated the increase in the number of pro-
jects and the reduction in number of lines of code in view of 
the initial release dates of the major DLSFs: Keras (version 
0.2.0), TensorFlow (version 0.5.0), PyTorch (alpha-1), Jax 
(version 0.1.47) and TensorFlow 2.0.

4  Results

4.1  Python is the predominant programming 
language

Python has been the dominant programming language for 
deep learning projects on GitHub for as long as our data 
extends. As we can see in Fig. 1, between 2014 and 2018, its 
popularity increased steadily. Since then, Python has main-
tained its position as the programming language of choice 
for deep learning projects. Today, over 85% of the deep 
learning projects use Python and, as can be seen in Fig. 1, 
this number shows no signs of diminishing. Since Python 
accounts for such a large share of the deep learning projects 
on GitHub, we have focused our further investigations on 
this programming language only.

4.2  Significant increase of deep learning projects

Between 2013 and the end of 2015, the number of deep 
learning projects in the sample only increased slightly. 
Beginning in 2016, until 2018, the number of deep 

learning projects increased drastically. In Fig. 2, we can 
see changes in the rate at which the increase in the num-
ber of deep learning projects has occurred (orange dot-
ted line). Some of these changes roughly coincide with 
the release of DLSFs in Python. The first increase in the 
beginning of 2015 coincides with the release of Keras 
(Keras 2016). The second coincides with the release of 
TensorFlow (Google AI 2015) and the third change that 
occurred at the end of 2016 coincides with the release of 
PyTorch, which was released in September 2016 (PyTorch 
2018; GitHub and PyTorch 2022a, b).

4.3  Reduced number of lines of code

In this study, we aim to quantify the increase in abstraction 
using a reasonable proxy: we investigate the number of lines 
of code used in deep learning projects. Our hypothesis is 
that, as abstraction levels within deep learning increase, the 
number of lines of code in deep learning projects should 
decrease. The GitHub data showed exactly this. We could 
see that as the DLSFs were launched, the median number 
of lines of code of the deep learning projects changed. 
From 2014 until 2016, the median number of lines of code 
of active deep learning repositories on GitHub increased. 
However, since the end of 2016, the median number of lines 
of code of active deep learning repositories has decreased 
significantly. In 2016, the median number of lines of code 
used was about 3700. At the end of 2016, there was a sharp 
drop in the number of lines of code. By the end of 2017, the 
median had reduced to about 1200 lines of code. This sharp 
drop coincides with the release of TensorFlow and PyTorch 

Fig. 1  Yearly development of the proportionate use of the program-
ming languages C (green line), C++ (purple line), Matlab (orange 
line) and Python (blue line) for deep learning projects on GitHub. 
The y-axis shows the fraction of projects in each language; the x-axis 
shows the year of the first commit. A Github commit is a record of 
changes made to a code repository. It is a snapshot of the changes 
made to the code, typically with a brief description of the changes 
made
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(Google AI 2015; PyTorch 2018; GitHub and PyTorch 
2022a, b). The next drop occurred at the end of 2017. After 
2017, there have been no major reductions in the number of 
lines of code used similar to those in the end of 2016 and 
2017. The decrease continues, but at a slower rate. By the 
end of 2020, the median was down to about 600 lines of 
code. This means that over the past years, the median num-
ber of lines of code has reduced by more than 80%.

5  Implications

The launch of open source DLSFs such as TensorFlow 
and PyTorch correlates both with significant increases in 
the number of deep learning projects as well as with major 
reductions in the number of lines of code used to build deep 
learning models. The reduction in the number of lines of 
code is an indication of the ongoing advancements in AI 
technology. An increasing amount of people use deep learn-
ing solutions based on abstractions that allow them to do 
more with less. We call this ongoing process “abstraction 
explosion”. We discuss the possible implications of the pro-
gress of abstraction in deep learning below.

5.1  Abstraction contributes to ephemeralization

The architect and systems theorist Buckminster Fuller 
(1895–1983) coined the term ephemeralization—the ability 
through technological advancement to do “more and more 
with less and less until eventually you can do everything 
with nothing” (Fuller 1938). DLSFs make it possible to build 

deep learning models that can perform increasingly difficult 
tasks (Wang et al. 2020; Oneto et al. 2019) while requir-
ing less and less actual code. This can be interpreted as the 
ephemeralization of deep learning. Even if our results indi-
cated that the reduction of the number of lines of code used 
for deep learning models seems to have halted over the past 
years, deep learning models based on the existing DLSF can 
solve increasingly difficult tasks (Wang et al. 2020; Oneto 
et al. 2019). One explanation for the success of abstraction 
is the increase in the amount of available data. From 2010 
to 2020, the amount of data created, captured, copied, and 
consumed in the world increased by almost 5000% growth, 
from 1.2 trillion gigabytes to 59 trillion gigabytes (Press 
2020). Deep learning models rely upon large amounts of 
data and their predictions become more accurate the more 
data they are fed (Marcus 2018).

5.2  Technological advancement through feedback 
loops

Today, deep learning models typically run on graphics 
processing units (GPUs) since this shortens the training 
and inference time of the models compared to running the 
models on central processing units (CPUs) (Demirović 
et al. 2018; Shi et al. 2016). Using GPUs for deep learning 
models used to be a cumbersome process that required a lot 
of manual work to distribute the calculations on the GPU. 
Now, GPUs are easy to use for deep learning models because 
their complexity is effectively abstracted away (Demirović 
et al. 2018). As a result, more and more people use GPUs to 
run deep learning models. This has created a feedback loop 
that has promoted the further development of GPUs. This 
can be interpreted as an example of “the law of accelerat-
ing returns” proposed by Kurzweil; as a process becomes 
more effective, greater resources are available to progress 
that process further (Kurzweil 2001).

5.3  Fast succession of paradigm shifts

Abstraction can stimulate the emergence of new paradig-
matic technologies such as deep learning, deep probabilistic 
programming (Bingham et al. 2019), quantum computing 
(Havlíček et al. 2019) and causal inference (Pearl 2000) 
by making them comparatively easy to use. New solutions 
involving so-called “low coding” or even “no coding” (low-
code, no-code) are already replacing conventional software 
development (Kaye 2022; Economist 2022). For example, 
through its ChatGPT model, OpenAI has launched a system 
that is able to translate natural language into multiple pro-
gramming languages (OpenAI 2023). This takes coding to a 
completely different level since it makes it possible to build 
models without any actual writing of code. To some extent, 
it even renders our method in this study, trying to quantify 

Fig. 2  Development of the median of the number of lines of Python 
code of deep learning projects (blue solid line) together with the 
number of deep learning repositories (orange dotted line) on Github. 
The blue shaded area shows the spread of the median number of lines 
using the 25th and 75th quartile of the sample. The left y-axis shows 
the median number of the lines of code of projects whose last com-
mit on GitHub was in the year specified on the x-axis; the right y-axis 
shows the number of repositories initiated in the year specified on the 
x-axis. The blue dotted vertical lines display the initial release dates 
of the stable versions of important DLSFs (Keras 0.2.0, TensorFlow 
0.5.0, PyTorch alpha-1, TensorFlow 2.0, and Jax 0.1.47)
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the abstraction explosion by counting lines of code, obsolete. 
Tying such high levels of abstraction with emerging tech-
nologies can promote the emergence of rapid and decisive 
paradigm shifts.

5.4  Democratization of deep learning

Many DLSFs, including TensorFlow and PyTorch, are open 
source DLSFs, which means that they are free for anyone 
to use, modify and redistribute. The release of open source 
software, along with a broader socio-cultural shift towards 
participation in media and cultural production, increases the 
opportunities for democratization of production, governance 
and knowledge exchange (Powell 2012). The DLSFs have 
made it much easier for people to collaborate and build on 
each other’s work, allowing for a surge in technological 
innovation and progress (Bommasani et al. 2021).

In addition, DLSFs provide access to technologies that 
previously required in-depth knowledge of mathematics, 
statistics and programming, which lowers the demands 
with respect to required education. This, in turn, facilitates 
faster adoption of technology by a wider range of users of 
DLSFs, as specialized or in-depth knowledge is not required. 
We note that, although the DLSFs have democratized deep 
learning, access to the most advanced deep learning models 
are moving in the opposite direction. Models such as GPT-3 
are only accessible through an API, which is shared with a 
limited pool of people (Bommasani et al. 2021).

5.5  Adopting timely levels of abstraction

The rapid progress of abstraction in DLSFs makes it increas-
ingly important to use the latest programming frameworks 
that allow adopting timely, appropriate levels of abstrac-
tion. Failing to do so, companies or whole societies could 
waste time and resources using obsolete abstractions 
and ultimately risk being outcompeted by those who use 
a more timely level of abstraction. Because of this rapid 
development, keeping up with the abstraction explosion is 
a challenge in itself and requires a commitment to learn-
ing about new, emerging levels of abstraction. This com-
mitment requires a proactive mindset and the aptitude to 
acknowledge one’s limitations in order to identify the need 
for further knowledge. In addition, the commitment entails 
fostering critical thinking skills and the ability to go beyond 
superficial understandings of technological advancements 
to evaluate their potential implications and limitations. Such 
commitment requires adequate resources in terms of money, 
time and cognitive capacity. Keeping up with the progress 
of abstraction will remain a challenging task in governance, 
industry, medicine, the military and academia.

5.6  Mimetic deadlocks

Increased abstraction has simplified the adoption and use of 
new methods and the democratization has made them pub-
licly available. This risks leading to dead ends if solutions 
are solely sought within the familiar and convenient limits 
of the abstractions that everybody is using. We call this kind 
of unproductive herd behavior a “mimetic deadlock”. The 
reason we risk ending up in these deadlocks is that we let 
others guide our behavior. Girard describes our tendency to 
rely on others to determine how we should behave:

“Man is the creature who does not know what to 
desire, and he turns to others in order to make up his 
mind. We desire what others desire because we imitate 
their desires.” (Girard 1988).

To some extent, the DLSFs that we discuss in this article 
are a result of beneficial mimesis, where groups of indi-
viduals commonly engage in collective practices to generate 
new knowledge and understanding. The application inter-
faces of TensorFlow, PyTorch and Jax all are based on the 
older software framework NumPy. In 1935, Ludwik Fleck 
(1896–1961), a Polish physician, microbiologist, and phi-
losopher of science, referred to such a mimetic process in 
science as a “thought collective” (Sady 2001). The democ-
ratization of deep learning and the rise of collaboration and 
community-driven development point to the formation of 
such a thought collective. As more people are able to access 
and contribute to the development of deep learning, new 
thought collectives might emerge that may shape the future 
of the field.

As Fleck already understood, mimesis also risks narrow-
ing interest and constraining innovation. Bommasani et al. 
point out that we see a homogenization in the selection 
of models based on these DLSFs and how they are used 
(Bommasani et al. 2021). Rather than finding the best way 
to solve a problem, developers risk converging to the use of 
algorithms and methods used by successful models around 
them. This can lead to a mimetic deadlock: a convergence to 
an agreed convenient solution that is not necessarily optimal 
or even good. Abstraction exacerbates this phenomenon as 
it makes it easy to copy without understanding the underly-
ing issues.

Further, the interplay between abstraction and mimesis 
risks creating a feedback loop where the simplified repre-
sentations of reality are further imitated. This can lead to a 
gradual reduction of nuance and complexity, contributing 
to a homogenized and streamlined perception of reality. As 
people are exposed to these simplified and imitative versions 
of reality, they may begin to adopt a more uniform way of 
thinking and perceiving the world. This can hinder their abil-
ity to appreciate the full complexity and diversity of reality, 
ultimately limiting their understanding and perspectives.
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5.7  The black box problem

Often, we cannot account fully for how deep learning algo-
rithms make their decisions (Castelvecchi 2016) but are only 
informed of the final decisions made by the algorithm (Hol-
weg et al. 2022). Higher abstraction levels hide part of the 
computational complexity of the lower levels. This makes 
it increasingly difficult both to confirm that the models do 
what they are supposed to do and to troubleshoot them. 
Bommasani et al. argues that any flaws in the lower levels 
of abstraction “are blindly inherited” by the higher levels of 
abstraction (Bommasani et al. 2021). For example, round-
ing errors can change the topological properties of activa-
tion functions in deep networks, paradoxically resulting in 
improved performance (Naizat et al. 2020). In other words, 
the improved performance results from an error deeply 
hidden in layers of abstraction. Such phenomena obvi-
ously make the correct interpretation of the performance of 
machine learning models challenging.

Not knowing if the abstraction level works as intended 
could have serious implications, particularly where deep 
learning applications make decisions that are directly affect-
ing human well-being or are used in areas where malfunc-
tions could have fatal consequences, such as the aeronautics 
or nuclear industry (Holweg et al. 2022; Ganascia 2015). 
It can also amplify already existing problems with deep 
learning in terms of fairness, privacy and quality assurance 
problems.

5.8  Fairness, privacy and quality assurance 
problems

Decreased explainability in combination with the democ-
ratization of deep learning increases the risk of fairness, 
privacy and quality assurance problems. Even without 
the democratization of deep learning, the algorithms can 
amplify societal stereotypes (Wang et al. 2019; Bommasani 
et al. 2021). For example, a recruiting tool for the fields of 
science, technology, engineering and math jobs believes men 
are more qualified and shows bias against women (Kiritch-
enko and Mohammad 2018), and facial recognition software 
has proven to perform poorly for females with darker skin 
(Buolamwini 2018). However, there might be multiple con-
ditions of fairness that (with mathematical certainty) cannot 
be satisfied at the same time (Kleinberg et al. 2017). Increas-
ing fairness with respect to one condition can thus very well 
result in decreasing fairness with respect to other conditions 
(Kleinberg et al. 2017).

When deep learning becomes increasingly accessible 
and easier to use, and more organizations use it to increase 
efficiency and effectiveness, the number of cases where its 
application violates social norms and values rises (Holweg 
et al. 2022). Through the abstraction explosion, non-experts 

have access to tools to create deep learning solutions. How-
ever, non-experts often lack fundamental skills in standard 
processes for debugging as well as testing for quality control 
and reliability. They also lack adequate strategies to deal 
with the effects of malfunctioning algorithms. Most organi-
zations are not strategically prepared on how to respond to 
AI failures. If people are using the increased abstraction 
levels without being able to understand if they work as 
intended, or what they may or may not be used for, they can 
unintentionally unleash “unfair” algorithms.

Attempts have been made trying to combat this increased 
risk of “unfair” algorithms. Singapore has released a soft-
ware toolkit aimed at helping financial institutions ensure 
they are using AI responsibly (Yu 2022). Although this to 
some extent may work to increase the transparency of algo-
rithms, it does not correct the root cause of the problem 
where the algorithms in some way are malfunctioning. Cor-
recting errors of deep learning models requires an under-
standing of the underlying abstraction levels, which in its 
turn often requires an in-depth understanding of both math 
and programming.

5.9  Abstraction introspection and informative error 
messages

The difficulty in correcting malfunctioning algorithms is 
amplified further by the fact that the error messages gen-
erated by malfunctioning code are often vague, imprecise, 
confusing and at times seemingly incorrect—particularly for 
novices (Brown 1983). The professor in human-computing 
interaction Amy J. Ko from Washington University, has even 
referred to programming languages as the least usable, but 
most powerful human–computer interfaces ever invented 
(Ko 2014). Incomprehensible error messages break down the 
ability to see through layers of abstraction and are thereby 
often unhelpful in correcting the code. This is particularly 
problematic as these messages act as the primary source of 
information to help novices rectify their mistakes (Becker 
et al. 2019). For the average person to be able to use error 
messages to correct malfunctioning code requires another 
level of abstraction that allows the algorithms themselves to 
“reflect” about their processes and—if not rectifying itself—
at least provide an understandable explanation of the prob-
lem that enables the user to rectify the problem. However, 
with today’s abstraction levels, understanding error mes-
sages is comparable to the difficulty of reading source code 
(Becker, et al. 2019). Consequently, external experts that 
may be hard to find are often needed to solve these issues.
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5.10  Experts are needed but scarce

When abstractions fail or turn out to be inadequate, the chal-
lenge is to “make the abstraction more concrete”,1 mov-
ing from abstraction to the underlying specific abstraction 
levels (Ganascia 2015). The average user has limited time, 
resources, competence and cognitive capacity to deal with 
the complexities of the DLSF other than on a superfluous 
level. As we have seen in this study, increased abstraction 
leads to more and more people using the higher levels of 
abstraction. Further, since non-experts often lack fundamen-
tal skills in standard processes for debugging as well as test-
ing for quality control and reliability an increasing amount 
of errors will go unnoticed. In addition, when something 
goes wrong, comparatively few users will know how to cor-
rect these errors. Heylighen has pointed out that increasing 
system complexity and information overload can negate the 
advantages of ephemeralization since it puts an increasing 
amount of pressure on the reducing number of experts able 
to control the ephemeralized systems (Heylighen, Accelerat-
ing Socio-Technological Evolution: from ephemeralization 
and stigmergy to the global brain, 2007). With just 25 mil-
lion people around the world fluent in standard programming 
languages, the proportionate number of people able to cor-
rect errors in higher abstraction levels decreases as abstrac-
tion increases (Economist 2020). The scarcity of expertise is 
worsened by the fact that the industry provides higher salary 
than academia and often a more satisfying work environment 
(Wolff et al. 2020; Woolston 2021). In addition, academia 
rarely has access to the most advanced deep learning models 
(Bommasani et al. 2021).

Experts are, therefore, more likely to choose an industry 
career rather than pursuing academic careers in statistics, 
computer science or mathematics. However, deep learn-
ing builds upon these traditional sciences and it is to these 
fundamental levels we need to revert when something goes 
wrong. Ultimately, we may end up in a situation where the 
experts able to correct malfunctioning abstraction levels are 
exceedingly hard to find. If there are any experts left, they 
become increasingly expensive to hire.

5.11  Abstraction is power

Influencing the progress of abstraction and having access 
to experts when developing and using these abstractions 
becomes a considerable source of power. The philosopher 
Bertrand Russell pointed to the connection between abstrac-
tion and practical power:

“A financier, whose dealings with the world are more 
abstract than those of any other 'practical' person, is 
also more powerful than any other practical person. 
Financiers can deal in wheat or cotton without need-
ing ever to have seen either: all they need to know is 
whether the price will go up or down. This is abstract 
mathematical knowledge, at least as compared to the 
knowledge of the agriculturist. Similarly the physicist, 
who knows nothing of matter except certain laws of its 
movements, nevertheless knows enough to be able to 
manipulate it.” (Russell 2009).

Initially, academia often developed new levels of abstrac-
tion within deep learning, such as when the Montreal Insti-
tute for Learning Algorithms at University of Montreal 
developed the DLSF Theano (Brownlee 2016).2 To some 
extent, this guaranteed a certain level of transparency on the 
considerations made when producing the abstraction levels. 
Today, large corporations have outcompeted academia in the 
development of new abstraction levels (Bommasani et al. 
2021; Economist 2020). One such example is the discon-
tinuation of development of DLSF Theano. According to 
the development team behind Theano, it was outcompeted 
because of “strong industrial players” (Lamblin 2017).

These large corporations influence and steer the democra-
tization of deep learning by developing and releasing DLSFs 
to the public. As such, they also act as mimetic models, both 
to other corporate agents and academia, pointing to specific 
abstractions and the types of problems they can solve. In 
addition, the same companies control a large portion of the 
data that is shared on the internet (Norwegian Consumer 
Council 2018) and they employ an increasing fraction of 
experts (Bommasani et al. 2021). Abstraction, data and the 
experts to make use of them are thus sources of considerable 
mimetic and practical power.

6  Conclusions and outlook

In this article, we quantify the increase of abstraction in deep 
learning by examining publicly available code on Github and 
discuss its philosophical and societal implications.

A metasystem integrates a number of initially independ-
ent components and creates a qualitative different system 
by steering or controlling their interactions (Turchin 1977; 
Heylighen 2003). Our analysis highlights the importance of 
considering the broader societal and philosophical impli-
cations of the abstraction explosion in deep learning, as it 
may signify a larger technological transition that moves from 

1 Note that this is akin to the abstract, the negative and the concrete 
of Hegelian dialectics.

2 See for example the groundbreaking research by Alex Krizhevsky, 
Ilya Sutskever and Geoffrey E. Hinton. (Krizhevsky et al. 2012).
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the physical into the digital metasystem with consequences 
for how we understand and interact with technology (Last 
2017). Turchin and Heylighen have referred to such major 
changes as metasystem transitions (Turchin 1977; Heylighen 
2003). Several transitions have followed the same process 
through key evolution in information storage and replica-
tion (Szathmáry et al. 1995; Maynard Smith and Szathmary 
1997; Szathmáry 2015; Turchin 1977). One of the drivers of 
the current metasystem transition is an increase in abstrac-
tion, but also what Kurzweil refers to as the law of accel-
erating returns (Kurzweil 2001). As abstraction increases, 
feedback loops will lead to more and more people using 
these new tools, driving the progress further. Reaping the 
benefits of abstraction, while avoiding associated potential 
problems such as mimetic deadlock, black box issues con-
cerning privacy and fairness, and excess power concentra-
tion, will remain an ongoing challenge in the foreseeable 
future for academia, industry and governance.
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