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Summary 

Design of experiment (DOE) is a statistical method for testing effects of input factors into a process based on its responses 
or outputs. Since the influence of these factors and their interactions are studied from the process outputs, then quality of 
these outputs or the measurements play a significant role in a correct statistical conclusion about the significance of factors 
and their interactions. Linear regression is a method, which can be applied for the DOE purpose, the parameters of such a 
regression model are estimated by the ordinary least-squares (OLS) method. This method is sensitive to the presence of any 
blunder in measurements, meaning that blunders significantly affect the result of a regression using OLS method. This 
research aims to perform a robustness analysis for some full factorial DOEs by different robust estimators as well as the 
Taguchi methodology. A full factorial DOE with three factors at three levels, two replicants, and three replicants are 
performed is studied. Taguchi's approach is conducted by computing the signal-to-noise ratio (S/N) from three replicants, 
where the lower noise factor means the stronger signal. Robust estimators of Andrews, Cauchy, Fair, Huber, Logistic, 
Talwar, and Welsch are applied to the DOE in different setups and adding different types and percentages of blunders or 
gross errors to the data to assess the success rate of each. Number and size of the blunders in the measurements are two 
important factors influencing the success rate of a robust estimator. For evaluation, our measurements are infected by 
blunders up to different percentages of data. Our study showed the Talwar robust estimator is the best amongst the rest of 
estimators and resists well against up to 80% of presence of blunders. Consequently, the use of this estimator instated of 
the OLS is recommended for DOE purposes. The comparison between Taguchi’s method and robust estimators showed 
that blunders affect the signal-to-noise ratio as the signal is significantly changed by them, whilst robust estimators suppress 
the blunders well and the same conclusion as that with the OLS with no blunder can be drawn from them.

1 Introduction 

Design of experiment (DOE) is a sequence of 
experiments that aims to study the effect on the output 
of a process by changing the input variable [15]. The 
DOE is applicable to decrease the number of collected 
data and increase the amount of gained information. 
Factorial DOE means to study the effect of many factors 
by simultaneously varying them instead of varying only 
one factor at a certain time [16]. Its essential principles 
involve randomization, replication, blocking, 
orthogonality, and factorial experimentation [14]. The 
importance of using DOE is to determine interactions 
between the factors, inspect several factors, create, 
support quality control, and improve the process [16]. 
The upcoming step after DOE is to use a suitable 
mathematical model to predict a reliable response for the 
process by using the ordinary least-squares (OLS) is all 
measured data are free of any blunder. The robust 
estimators by M-estimation are in fact a sort of the 
iterative least-squares reweighting process with different 
weight functions known as Andrews, Cauchy, Fair, 
Huber, Logistic, Talwar, and Welsch functions that are 
accessible by MATLAB. A robust DOE can be done by 
Taguchi’s method that utilises a signal-to-noise ratio to 
determine the low noise factor by considering the 
stronger signal [9]. 
This research includes the description of the general 
concept of the DOE, identifying the best robust 
estimator, and comparing the robust estimators to the 
OLS and Taguchi’s method. Some blunders added to the 
data to investigate the success rate of the estimators. 

1.1 Aim and research questions 

The main objective of this thesis is to apply robust 
estimators in linear regressions models for the DOE 
purposes and analyses if such estimators can deliver 
proper results in some simulation and real examples in 
manufacturing. 

1. Which one of the above robust estimators is 
more suitable for DOE?  

2. How should robust linear regression 
parameters be statistically analyzed?  

 

2 Theoretical Background 

A robust regression model is a suitable tool to estimate 
a robust fit, detect influential observations, and predict 
the regression coefficients [11]. The difference between 
the standard and robust regression is that the latter is less 
sensitive to blunder and gross errors [13]. If the 
variations of data are deviated from normal distribution, 
the robust estimators enhance them [18], as they are 
insensitive to small variations in the probability 
distribution of the population [18,5], but to large 
variations in some parts of the data [7]. The weight 
functions in the robust estimators act as additional 
scales, which define how much each response value 
influences the final estimated factors and interactions 
[19]. Low-quality data containing blunders will have low 
weights in the robust regression recusing their effects. 
The outliers, or this low-quality data, deviate significantly 
from other observations and the large variations could 
happen due to the changeability in the measurement, 
where the high variability could refer to an experimental 
error [12,17]. Robust estimators can be developed 
further to detect the leverage points, which are 
observations far from others and blunders [19] by down 
weighting these far points and decreasing their effects. 
These weights will be lower for the large residuals of the 
regression, reducing their effects [7].  
 
Taguchi’s method is another method of DOE that can 
be conducted by designing a suitable matrix or 
(orthogonal array) with two or three columns based on 
the number of factors and each column has a certain 
number of rows, each one referring to a specific level 
[3,8]. The Taguchi method usually suggests using 
fractional factorial with an orthogonal array, designed 
especially for this method such as L8, L12, and L16 for 
two-level factors. L9 and L27 are for three levels [2]. 
Taguchi’s method is applicable any DOE followed by 
three replicants. It can improve the estimated parameters 
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by studying the variation effect instead of the averages 
of the process, which enhances the robustness and 
makes the process insensitive to the noise of factors [4]. 
Due to the high-cost circumstances of using the full 
factorial design, Taguchi’s method was developed to 
consider fractional factorial experiments using a suitable 
orthogonal array that enhances a few numbers of 
experiments instead of full DOE to optimise the product 
quality [8]. The important step is to classify the 
parameters as factors and define the levels to study and 
analyse the data easily [1]. Accuracy of the response 
values or the product quality is important and plays a 
significant role in the DOE and continue to the 
manufacturing stage to perform the robustness in the 
final response [2]. The objective of the Taguchi method 
is to reduce the time and cost and obtain a high-quality 
product with low error, it is straightforward and used in 
many engineering fields [9]. 

3 Method and Material 

Our simulation study consists of several steps:  
a) simulated experiment by the Autodesk Inventor 

Professional software to generate data, simulating 
different types of blunders and percentages of their 
contamination with the simulated data and finally 
applying different estimators with the weight 
functions of Andrews, Cauchy, Fair, Huber, 
Logistic, Talwar, and Welsch [22]; see Table 1,  

b) checking the resistance of each estimator against the 
blunders to the simulated data,  

c) comparing the results to the cases where no blunder 
is added to the data by checking the significance of 
factors and their interaction. 
 

In addition, the data of a real experiment will be analyzed 
by the OLS and a robust estimator to check, if the 
outcome will be significantly different.  
 
The robust estimation toolbox of MATLAB, equipped 
by those mentioned weight functions, is applied to 
analyse the DOE, also, different blunders and noise are 
generated by MATLAB for infecting the simulated data; 
see the planned steps in Figure 1, the level of noise 
should be chosen so that a robust estimator can 
practically resist against the noise. Therefore, in the 
beginning of our simulation study, we must check the 
significance of the generated noise on the estimated 
parameters. This is what the first loop in the flowchart 
shows. The second loop checks for the significance of 
the generated blunder on the estimated parameters.  
Each estimated parameter of the estimation is tested 
statistically to check its significance in the presence of 
the blunders and noise and achieved the requirements 
then execute for the next step. 
 

 
Figure 1. Program flowchart showing the steps of data analysis 
 
The regression model for the response function 
F(x1,x2,x3 ) with xj, j = 1, 2, and 3 as the factors with 
three levels for each has the following expression: 
𝐹𝐹(𝑥𝑥1 𝑥𝑥2 𝑥𝑥3) = 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2 + 𝛽𝛽3𝑥𝑥3 + 𝛽𝛽4𝑥𝑥1𝑥𝑥2 + 𝛽𝛽5𝑥𝑥1𝑥𝑥3 +
𝛽𝛽6𝑥𝑥2𝑥𝑥3 + 𝛽𝛽7𝑥𝑥12 + 𝛽𝛽8𝑥𝑥22 + 𝛽𝛽9𝑥𝑥32 + 𝛽𝛽10𝑥𝑥12𝑥𝑥2 + 𝛽𝛽11𝑥𝑥12𝑥𝑥3 +

𝛽𝛽12𝑥𝑥1𝑥𝑥22 + 𝛽𝛽13𝑥𝑥1𝑥𝑥32 + 𝛽𝛽14𝑥𝑥22𝑥𝑥3 + 𝛽𝛽15𝑥𝑥2𝑥𝑥32 +
𝛽𝛽16𝑥𝑥1𝑥𝑥2𝑥𝑥3 + 𝛽𝛽17𝑥𝑥12𝑥𝑥22 + 𝛽𝛽18𝑥𝑥12𝑥𝑥32 + 𝛽𝛽19𝑥𝑥22𝑥𝑥32 +

𝛽𝛽20𝑥𝑥1𝑥𝑥22𝑥𝑥3 + 𝛽𝛽21𝑥𝑥12𝑥𝑥2𝑥𝑥3 + 𝛽𝛽22𝑥𝑥1𝑥𝑥2𝑥𝑥32 + 𝛽𝛽23𝑥𝑥12𝑥𝑥22𝑥𝑥3 +
𝛽𝛽24𝑥𝑥1𝑥𝑥22𝑥𝑥32 + 𝛽𝛽25𝑥𝑥12𝑥𝑥2𝑥𝑥32 + 𝛽𝛽26𝑥𝑥12𝑥𝑥22𝑥𝑥32 + 𝛽𝛽27      (1) 

 
where βi , i =1, 2, …,27 are the regression coefficients, 
which should be estimated to see if the factors or their 
interactions are significant or not. The general least-
squares solution or the regression fit to the response 
function F has the following matrix form: 
 
𝒙𝒙� = (𝐀𝐀T𝐖𝐖𝐀𝐀)−𝟏𝟏𝐀𝐀T𝐖𝐖𝐖𝐖     (2) 
 
with A as the coefficient matrix containing the factors 
and interactions, each row of this matrix has the 
following structure: 
 

[ ]1 2 3 1 2 1 3 1ia x x x x x x x=   (3) 
 
i means the row related to the ith experiment. Note that 
the factors and interactions vary based on the levels 
that are used for measuring the response function F.  
 
In Eq. (2), ()T is the transposition operator, and L is the 
vector of all response function values, and x� is the 
vector of the least-squares estimates of all βi , i =1, 2, 
…,27. 
W is the weight matrix and plays the most important role 
in robustifying the least-squares estimation. The diagonal 
elements of this matrix specify how much the response 
function should contribute to the estimated values of the 
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factors and interactions. In an OLS, the weight matrix is 
the equation to an identity matrix meaning that all 
measured response value has the same quality and the 
purpose of the DOE using regression is to find out 
which estimated β is significant statistically. To do so, the 
error of the estimated parameters should be estimated. 
The variance-covariance matrix of the estimated 𝐱𝐱� is:   
 

𝐂𝐂𝐱𝐱� = 𝛔𝛔�02(𝐀𝐀T𝐖𝐖𝐀𝐀)−1.                            (4) 
 
The diagonal elements of this matrix are the variance of 
the estimated parameters in the same order as they 
appear in 𝐱𝐱� . The off-diagonal elements are the 
covariances amongst them, 𝜎𝜎�02 is the estimated variance 
of the regression with the following expression:  
 

T
2
0

ˆ ˆˆ
n m

σ =
−

v Wv
      (5) 

 
where n is the total number of measurements or 
response values and m = 27 number of the estimated 
parameters. 𝐯𝐯� stands for the residual vector of 
regression: 
 
𝐯𝐯� = 𝐖𝐖 − 𝐀𝐀𝐱𝐱�.    (6) 
 
Now according to Eqs. (2) and (4), the estimated 
parameters and their errors are available. To check the 
significance of the factors and their interactions, a simple 
significance test can be done for each estimated βi: 
 

95% 1.96
i

i z
β

β
σ

≤ =      (7) 

iβ
σ  is the estimated error of βi 
 
Since the first step of any robust estimation is the OLS 
estimation, meaning that W = I, and the elements of W 
are estimated mainly from the residuals of this step. In 
this case, the least-squares estimation of unknown 
parameters will be: 
 

𝐱𝐱� = (𝐀𝐀T𝐀𝐀)−𝟏𝟏𝐀𝐀T𝐖𝐖.                                     (8) 
 
and the variance-covariance matrix, a posteriori 
variance, and residual vectors, respectively,  
  

𝐂𝐂𝐱𝐱� = 𝝈𝝈�02(𝐀𝐀T𝐀𝐀)−1.                                 (9) 
    

𝛔𝛔�02 = 𝐕𝐕�T𝐕𝐕�

𝐧𝐧−𝐦𝐦
.                                             (10) 

 
ˆ ˆ= −v L Ax  .                   (11) 

 
In this case of using a robust estimator, one of the 
following formulae for the elements of W can be used 
for robustifying the least-squares estimation [22]. 
 
Weight functions of the different robust estimators: 
 

Andrew ˆ ˆsin
ˆ

i i
i

i

r r
w

r
π<

=     (12) 

Cauchy
2

1
ˆ1i
i

w
r

=
+

     (13) 

Fair 1
ˆ1i
i

w
r

=
+

     (14) 

Huber 1
ˆ1 max(1, )i
i

w
r

=
+

    (15) 

Logistic ˆtanh
ˆ

i
i

i

rw
r

=     (16) 

2ˆWelsch ir
iw e−=     (17) 

 

( )Talwar ˆ1 1i iw r= × <     (18) 

 

The value îr in the weight functions is: 

 
ˆˆ

1
i

i
ii

vr
tune s h

=
× −

    (19) 

tune is the default tuning constant given in Table 1. 
Reducing the tuning constant will increases the down 
weight given to large residuals while increasing the 
tuning constant will decreases the down weight given to 
large residuals [22].  
 

iih  is the leverage value of ith measurement from a 

least-squares fit that can be explained by hat matrix H 
 

( ) 1T T
i ia a

−
=H A A  .              (20) 

 
In Eq. (16), s is an estimate of the standard deviation of 
the error term given by: 
 

0.6745
MADs =                   (21) 

 
MAD is the median absolute deviation of the residuals 
from their median [22]: 
 
𝑀𝑀𝑀𝑀𝑀𝑀 = Median(|𝒗𝒗𝒊𝒊 − 𝒗𝒗�|)                                 (22) 
 
where 𝑣𝑣𝑖𝑖 explain each value, 𝒗𝒗�  the average of all 
residuals, the constant 0.6745 makes the estimate 
unbiased for the normal distribution [22].  
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Table 1. Default tune values for each weight function in 
MATLAB 

Weight 
Function 

Tuning 
Constant 

Andrews 1.339 
Cauchy 2.385 

Fair 1.400 
Huber 1.345 

Logistic 1.205 
Welsch 2.985 
Talwar 2.795 

 

4 Simulated Experiments 

Here, two simulation tests are presented. In the first 
experiment the stress effects on a mechanical model are 
simulated to determine the most influenced parts in the 
design by stress. The design can be controlled by making 
different samples prepared based on various parameters.  
The second simulation test deals with the effect of the 
chatter or machining vibration in the lathing process, 
that happens between the cutting tool and workpiece. 
The occurrence of the chatter results a rough surface and 
is related to different parameters that have a direct effect 
on the chatter. 

4.1 First simulation test: Stress analysis 

The Autodesk Inventor Professional software is used to 
simulate stress effects on a mechanical model, which is a 
Bracket designed with three different parameters of 
Factor A as Load [N], Factor B as Length [mm], and 
Factor C as Thickness [mm]. The three factors vary at 
three different levels as shown in Table 2. Three analysis 
models are created using the simulation software, with 
which included three samples with different lengths and 
thicknesses, fixed from one side and bent by the applied 
force on the opposite side of the model; see Figure 2. 
The red arrow is the applied force and the white square 
the flexed area of the bracket. Stainless steel AISI 440C 
(high carbon martensitic stainless steel) is assigned to this 
model due to its high strength, moderate corrosion 
resistance, wear resistance, and good hardness. 
 
Table 2. Definition of the factors and levels of first simulation 
experiment 

Factor A Load 
[N] 

Factor B Length 
[mm] 

Factor C 
Thickness [mm] 

Level 1 = 100 Level 1 = 150 Level 1 = 2.5 
Level 2 = 200 Level 2 = 250 Level 2 = 5 
Level 3 = 300 Level 3 = 350 Level 3 = 10 

 

 
Figure 2. Bracket design, applied force as a red arrow, and white 
square as the fixture in the first simulation experiment 
 
A full factorial design is used to run this DOE with three 
and two replicants. An orthogonal array is designed 81 
or 54 observations based on the number of factors, 
interactions, levels and replicants, for example for three 
replicant, it will be [3^3*3=81] and for two [3^3*2=54]. 
The orthogonal array is classified into three blocks and 
each block contains 27 observations. The experiment 
response is a single stress of Von Mises type in MPa 
resulting from the variation of the three factors and three 
levels; see Figure 3 showing how this stress varies based 
on the factors and levels, the high levels showed high-
stress values, from 6500 to 300 MPa, as observed in the 
observation between 1 to 12, while the stress is lowered 
when the factors are at the low levels. In the observation 
between 12 and 27 and these low values are between 
1500 to 100 MPa. The simulation experiment in Figure 
4 shows the red area as the weak part of the design under 
stress concentration. This stress increases when the force 
is larger. The stress criterion was defined as Von Mises 
Stress, which is widely used to evaluate if the design will 
work safely at a certain limit. 

 
Figure 3. Variation of the stress [MPa] for three replicants with 

81 observations 
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Figure 4. Simulated stress effect [MPa] resulted from the 
applied force. The red area shows the weak point in the 
design. 

4.2 Second simulation test: Chatter analysis 

A turning process is simulated by the same software to 
analyse the average chattering effect during the lathing 
process; see Figure 5. It shows a screw and lathing tool 
using carbide lathe inserts, where the feed, speed, and 
angle changing based on the proposed levels. The DOE 
involves three different parameters of Factor A as Feed 
[mm], Factor B Speed [RPM], and Factor C Angle 
[degrees]. Each factor is considered at three levels; see 
Table 3, and Figure 6 shows the response function, and 
the effect of the factors and levels on the response value.  
The chatter between 250 to 480 Hz explained the high 
levels, while between 10 to 200 Hz is the consequences 
of low levels. 
 
Table 3. The definition of the factors and levels 

Factor A Feed 
[mm] 

Factor B Speed 
[RPM] 

Factor C 
Angle[degree] 

Level 1 = 1,5 Level 1 = 1500 Level 1 = 10 
Level 2 = 3 Level 2 = 2500 Level 2 = 45 
Level 3 = 4 Level 3 = 4000 Level 3 = 75 

 

 
Figure 5. Lathing process simulation of the mechanical model 

and lathing tool by using carbide lathe inserts 
 

 
Figure 6. Response chatter [Hz] resulted from the lathing 

process for three replicants with 81 observations 

4.3 Real experiment: Power analysis 

The power [Watt] is the final response that results from 
three factors and three levels in a welding process. The 
three different parameters are classified as Factor A 
Time [s], Factor B Current [A], and Factor C Voltage [V], 
and each one at three levels; see Table 4. Figure 7 shows 
the response values of the experiment. It explains the 
variation of the power based on the factors and levels, 
the low levels values are between 10 to 3000 Watt, while 
the values of the high levels were between 3000 to 9000 
Watt. 
 
Table 4. The definition of the factors and levels in the real 
experiment: Power analysis 

Factor A Time 
[S] 

Factor B Current 
[A] 

Factor C 
Voltage [V] 

Level 1 = 5 Level 1 = 20 Level 1 = 18 
Level 2 = 10 Level 2 = 60 Level 2 = 25 
Level 3 = 15 Level 3 = 150 Level 3 = 40 

 

 
Figure 7. Power [Watt] resulted from the welding process 

where three replicants were conducted with 81 observations 
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5 Results and Discussion 

The results are compiled based on the data analysis unit 
as in Figure 1, where the first step is determining the best 
robust estimator which resists blunders and comparing 
it with the OLS. The second step will include adding 
different types and percentages of blunders and noise 
and deciding the highest and lowest blunder percentage 
and evaluating the effect. The third step will show the 
effect of the blunder on Taguchi’s method by adding 
different types and percentages of blunders and 
assessing the deformation of the signal.  

5.1 Determining the best robust estimator in 
the experiments 

The first step in this process is to determine, which 
robust estimator resists most against blunders amongst 
the seven proposed estimators. To do so, different types 
of blunders with different percentages, linear noise, and 
random noise are added to the data to evaluate their 
effects; see Figure 8 and Figures 9a, 9b and 9c. Figure 8 
shows the different simulated blunders in the 
experiments. For example, five blunders may occur close 
to each other, or one to a single observation. 
Furthermore, blunders may occur randomly depending 
on the machine behaviour. Figure 8 illustrates the 
blunder position amongst the measurements. The pulse 
appeared in the beginning of the plot means that a 
blunder is occurred on the first measurement. When the 
machine randomly generates blunders, different pulses 
are seen at different observations. Figure 9a shows the 
original and infected signal, their differences are 
significant, and blunders increase the variability of signal. 
Figure 9b shows the linear noise, generated based on the 
values of each factor at lowest to highest level, the range 
of 38 dB, which does not deviate the original signal, 
where the random noise in Figure 9c at a range of 2 dB 
increases the variability acceptably without significant 
effect on the original signal. This random noise is 
generated based on the Gaussian distribution using 
MATLAB. 
 
All seven robust estimator as well as the OLS are applied 
to the experiment in the presence of blunders in the data; 
see Figure 10. Each estimator is assigned to a colour for 
better visualisation, the dark green colour shows the 
result of the Talwar estimator’s error. Therefore, the 
Talwar weight function is the most robust estimator 
according to this figure. It shows a good resistance 
against the blunders with less error in the estimated 
parameters. To compare the OLS to the Talwar robust 
estimator the differences between the estimated 
parameters by them are presented in Tables 6 and 7 for 
the six to seven significant estimated coefficients out of 
27 factors and their interaction. The estimated 
coefficients or parameters by the OLS depend highly on 
different blunder percentages as the OLS does not resist 
against the blunders.  
 
The Talwar robust estimator in both simulation 
experiments in the presence and absence of blunders 
delivers the same results. Consequently, the estimated 
robust parameters by the Talwar estimator in the first 
simulation test of stress analysis shows the same factor 
A (load) 200 N, factor B (length) 250 mm, and factor C 

(thickness) 5 mm. The second simulation test of chatter 
analysis, utilising the Talwar estimator in the same 
scenario for blunders, delivered the same design of 
factor A (feed) was 1,5 mm, factor B (speed) 1500 RPM, 
and factor C (angle) 45°.  
 
These results can deliver the evidence on how the robust 
estimator can survive when the data has a blunder. This 
enhances a robust result supporting a reliable design. 
Despite the OLS, the Talwar estimator shows the same 
estimated parameters in the real experiment without 
blunder. This means that for DOE by using the Talwar 
robust estimator instead of the OLS the results will be 
safe. However, the blunder percentage has a significant 
effect on the behaviour of a robust estimators, whereas 
the blunder types show less effect.  
 
The estimated parameters by the Talwar and the OLS 
estimators of the real experiment of power analysis 
without blunder showed the same results where factor A 
(time) was 10 s, factor B (current) 20 A, and factor C 
(voltage) 18 V. This means that the real data is clean and 
without any blunder, as appearance of blunders 
immediately affects the results of the OLS estimation.  
 
 

 
Figure 8. Simulation of different types of blunders  
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       a) 

 
             b) 

 
       c) 
Figure 9. a) Effect of the blunder on the original signal, b) 

is the linear noise generated based on the values of each 
factor at the lowest to the highest level, and c) is the 

random noise generated based on the Gaussian 
distribution using MATLAB. 

 

 
Figure 10.  Maximum estimated standard error of 
parameters from different robust estimators 

 

5.2 Evaluating the blunder and noise 

Noise and different types of blunders are added to each 
simulation experiment with three and two replicants 
where the blunder test range was between 1% to 100% 
and the noise test range was between 1 dB to 100 dB. 
The obtained results from the analysis process by 
utilising robust and OLS estimators showed that the 
Talwar estimator is always resistant to the blunder 
comparing to the OLS estimator, to the highest blunder 
percentage of 80% of the maximum value of response 
and the lowest possible percentage at 25%, unlike the 
OLS estimator being affected by any small blunder 
percentage. Such a noise simulation is important as a 
robust estimator does not resist the very large and 
frequent occurrence of blunders on data.  In addition, 
the estimated parameters by the Talwar estimator have 
smaller errors than those by the OLS. Our analysis 
showed that the maximum acceptable limit of linear 
noise is in a range of 38 dB while the random noise of 2 
dB; see Figure 11 and Table 5a, 5b, and 5c, presenting 
the noise and blunder percentages. The red column 
illustrates the lowest possible blunder percentage and 
cyan and green columns the random noise and the linear 
noise the estimated from the average of all experiments 
results.  
 
The real experiment’s data was clear without blunder and 
both simple and robust estimators showed the same 
parameters which indicated it is possible to use the 
robust estimator instead of the simple estimator to be on 
the safe side; see Tables 6 and 7. They show those six 
significant estimated parameters, out of 27 of factors and 
their interactions, of the real experiment by the Talwar 
and OLS estimators are the same, unlike the simulation 
experiments with and without blunders.  
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Figure 11. The estimated blunders, and noise, the red 

column shows the lowest blunder percentage, cyan and green 
columns show the most accepted noise that estimated from 

the average of all experiments results  

5.3 Checking the effect of blunders on DOE 
based on the Taguchi method 

The DOE is performed by the Taguchi method to 
evaluate the effect of blunders. This method considers 
the best setting or the factors/parameters having the 
lowest noise, therefore, computing the signal-to-noise 
ratio is required. Each experiment needs to have at least 
three replicants to compute a standard deviation of each 
measurement and used it for obtaining the signal-to-
noise ratio by equation [23]. The strongest signal 
indicates a low noise factor; see Figure 12b which show 
the changes in the signal in the presence of the blunders 
comparing to the original signal without any blunder in 
Figure 12a. The strong signal and low noise factor are 

related to the design resulting the observation number 
22 without involvement of blunders, whilst Figure 12b 
the high signal-to-noise ratio is related to the observation 
number 20. 
 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡𝑡𝑡 𝑆𝑆𝑡𝑡𝑆𝑆𝑛𝑛𝑛𝑛 𝑟𝑟𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆 �
𝑆𝑆
𝑁𝑁
� =  −10 × log(𝜎𝜎2) 

 

𝜎𝜎 = �∑(𝑥𝑥𝑖𝑖 − 𝜇𝜇)2

𝑁𝑁
 

where σ is the standard deviation of the three corresponding 
measurements in the three replicants, N is the number of 
observations, xi is the value of ith observation, and μ the mean 
value of the three ith observations. 

 

 
             a) 

     
             b) 

Figure 12. The estimated parameters by signal-to-noise ratios (SNRs) a) without blunders, b) with blunders  
 
 
Table 5a. Different blunders percentages were used during the checking process  

Numbers of 
experiments 

Experiments description Blunder 
percentage 1 

Blunder 
percentage 2 

Blunder 
percentage 3 

Blunder 
percentage 4 

1 Simulation experiment three 
replicants (Stress analysis) 

25 65 71 78 

2 Simulation experiment two 
replicants (Stress analysis) 

27 47 62 73 

3 Simulation experiment three 
replicants (Chatter analysis) 

25 57 64 78 

4 Simulation experiment two 
replicants (Chatter analysis) 

26 55 63 70 

Result Lowest possible blunder 
percentage 

25 
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Table 5b. Different random noises were used during the checking process 

 
Table 5c. Different linear noises were used during the checking process 

Numbers of 
experiments 

Experiments description Linear noise  
1 (dB) 

Linear noise  
2 (dB) 

Linear noise 
3 (dB) 

Linear noise 4 
(dB) 

1 Simulation experiment three 
replicants (Stress analysis) 

26,30 36,30 29,00 29,00 

2 Simulation experiment two 
replicants (Stress analysis) 

26,80 26,00 39,50 28,60 

3 Simulation experiment three 
replicants (Chatter analysis) 

48,90 47,60 42,50 45,32 

4 Simulation experiment two 
replicants (Chatter analysis) 

42,30 55,92 37,39 51,84 

Result Estimated linear noise from 
the average of all 

experiments 

38 
   

 
Table 6. The significant estimated coefficients of 27 predictors and their errors by OLS from the simulation of stress, chatter analysis, 
and real experiment 

Numbers of 
experiments 

Experiments 
description by (Simple 

model) 

�̂�𝛽1 �̂�𝛽2 �̂�𝛽3 �̂�𝛽4 �̂�𝛽5 �̂�𝛽6 �̂�𝛽7 

1 Simulation experiment 
three replicants (Stress 

analysis) 

13±7 0.3±0.1 358±226 540±329 0±0 15±9 13±8 

2 Simulation experiment 
two replicants (Stress 

analysis) 

0±0 337±199 494±287 0.2±0.1 6±4 12±7 0±0 

3 Simulation experiment 
three replicants 

(Chatter analysis) 

5±2 294±117 0±0 0±0 0±0 0±0 0±0 

4 Simulation experiment 
two replicants 

(Chatter analysis) 

6±3 367±171 0±0 0±0 0±0 0±0 0±0 

5 Real experiment 
(Power analysis) 

327±91 55±19 39±11 63±18 28±8 10±3 0±0 

 
Table 7. The significant estimated coefficients of 27 predictors and their errors by the Talwar estimator from the simulation of stress, 
chatter analysis, and real experiment 

Numbers 
of 

experiments 

Experiments 
description by 

(Robust model) 

�̂�𝛽1 �̂�𝛽2 �̂�𝛽3  �̂�𝛽4 �̂�𝛽5 �̂�𝛽6 �̂�𝛽7 

1 Simulation experiment 
three replicants (Stress 

analysis) 

20±6 0.5±0.1 590±181 864±264 0±0 25±7 22±6 

2 Simulation experiment 
two replicants (Stress 

analysis) 

0.1±0 545±168 776±243 0.3±0.1 10±3 20±6 0±0 

3 Simulation experiment 
three replicants 

(Chatter analysis) 

6±2 333±105 0±0 0±0 0±0 0±0 0±0 

4 Simulation experiment 
two replicants 

(Chatter analysis) 

8±3 456±153 0±0 0±0 0±0 0±0 0±0 

5 Real experiment 
(Power analysis) 

327±91 55±19 39±11 63±18 28±8 10±3 0±0 

 

Numbers of 
experiments 

Experiments description Random 
noise 1 (dB) 

Random 
noise 2 (dB) 

Random 
noise 3 (dB) 

Random 
noise 4 (dB) 

1 Simulation experiment three 
replicants (Stress analysis) 

1,50 2,60 1,90 1,90 

2 Simulation experiment two 
replicants (Stress analysis) 

1,96 2,80 2,80 0,82 

3 Simulation experiment three 
replicants (Chatter analysis) 

2,30 0,13 2,83 2,98 

4 Simulation experiment two 
replicants (Chatter analysis) 

3,74 3,17 3,71 3,73 

Result Estimated random noise from 
the average of all experiments 

2 
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6 Conclusions 

The gross could happen in any state of the experiment 
and this error could continue to the final stage of the 
design if not using a proper estimator, therefore the 
robust estimator should be considered as a safe and 
strong mathematical model to predict the parameters. 
The robust estimator obviously was the lowest error 
when dealing with small and extreme blunders 
percentages.  
Our simulation studies and comparisons showed that, 
amongst the robust estimators of Andrews, Cauchy, 
Fair, Huber, Logistic, Talwar, and Welsch, provided in 
MATLAB, and the two independent simulated 
experiments, the Talwar robust estimator is the most 
resisting against the blunders and has the least errors. 
This estimator supresses blunder types and percentages 
from 25% to 80%, which significantly affect the 
behaviour of other robust estimators. The role of the 
investigated blunder types was less significant in the 
robust estimation.  Therefore, it is recommended 
applying the Talwar estimator instead of the OLS 
estimator in design of experiments (DOE) because the 
final design will be the same by applying them if no 
blunder exists in the measurements, and if exists the 
Talwar estimator suppresses it strongly and does not let 
it to contribute significantly to the result, and the final  
 
The design will with a high chance not be influenced by 
blunders. Addition, the Talwar estimator is stronger than 
the Taguchi’s method, which is claimed to be robust.  
The purpose of DOE is to design an experiment and 
select the significant factors, in such a circumstance, the 
Talwar estimator is a good choice, however, if the goal is 
to estimate robust values for the parameters, the results 
of the other estimators and Talwar will not be the same, 
but for performing a significant test for the estimated 
parameters for DOE goal, by using the robust 
estimators, e.g. the one proposed by Talwar, the design 
will be less affected by the probable blunders. Number 
and size of blunders are critical points in any robust 
estimation including Talwar. In addition, the most 
influential considered noise was the linear noise which 
affects all measurements. If such an issue happens in a 
real experiment, therefore, the instruments should be 
checked and calibrated as no robust estimators can resist 
against such systematic noise. Generally, applying this 
robust estimator is time consuming due to its iterative 
nature, and more complicated than the simple regression 
using OLS because of the involvement of the weight 
functions, furthermore, not all available open-source 
software can handle robust estimation.    
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Appendix                                                       
 

Press Release 

The uncertainty analysis in the design of the experiment is the mean objective of this research to enhance 
the detection of the error. Due to the high possibility of occurrence of the gross error in the instrument or 
the machine, the estimated result could not be reliable if the data was infected by a blunder. This issue could 
continue as a gross error to the final stage of the design and could lead to estimating unsuitable parameters 
for an experiment. Hence, the uncertainty analysis should take place in this matter and be the mean question 
that should be asked after collecting the experiment data if this data has a blunder or gross error. The 
analysis of the uncertainty by using a specific mathematical model should be present in this issue to perform 
the analysis process and justify the result with a robust decision. Ordinary least square or the simple 
regression model is commonly used to predict the experiment parameters. It is used even when the data is 
infected by a blunder. Consequently, this mathematical model will allow this gross error to continue with 
the design until the occurrence of the frailer. This research suggested an alternative mathematical model 
called the robust regression model utilizing iteratively reweighted least-squares that is less sensitive to 
outliers than the simple regression model. The fitting process adds weight as an additional scale factor, that 
helps to improve the fit. The robust estimator will be less sensitive to the big variability in the small part of 
the available data. There are several types of robust estimators using the robust fit function by MATLAB 
and each estimator has it is own weight function such as Andrews, Cauchy, Fair, Huber, Logistic, Talwar, 
and Welsch. This work proposes to do a process analysis by designing a unique MATLAB application to 
connect to seven functions and evaluating which is robust weight function will resist better against the 
blunder. The required data for this work was simulated by aid the simulation software (Autodesk inventor 
professional) where the two experiments were simulated in the software at three factors and three levels, 
while the third experiment include real data and clean from the blunder. Results of the process analysis 
showed the Talwar weight function was the strongest robust estimator that should be considered in the 
research to perform the uncertainty analysis and compared with a simple regression model and later with 
Taguchi methodology. The blunder was simulated with different types and percentages for the two 
simulation experiments and added to the data. The data were analyzed by the simple regression model, 
robust regression model (Talwar), and Taguchi method (considering the high signal-to-noise ratio is a low 
noise factor). The robust estimator by Talwar weight function was resistant to different types of blunders 
and showed the same parameters even with the presence of the blunder while the simple regression model 
and Taguchi does not resist anymore, and the estimated parameters were affected and varied depending on 
the blunder percentages. The clean data from a real experiment analyzed by a simple regression model and 
robust estimator and both are showed the same parameters, this refers to the possibility of using the robust 
regression model instead of the simple regression model to be on the safe side. Simulation software 
(Autodesk inventor professional), MATLAB, and the designed application played a big role in this research 
by saving time, money, and environment, where this experiment was friendly for the environment without 
waste materials. 
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